
When the Hunter Becomes the 
Hunted: Impacts of Hunting on the 
Foraging Behavior of the Brown 
Bear (Ursus arctos) in Sweden 
 

Norwegian University of Life Sciences 
Faculty of Environmental Science and
Technology 
Department of Ecology and Natural Resource
Management

Master Thesis 2015 
60 credits

Hanna Kavli Lodberg-Holm



 
 

I 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 

II 
 

 
 
Acknowledgements 
A great thanks to Marianne Rindedal Jetmundsen and Tom Henning Linden who tirelessly 

assisted with berry sampling in the field, as well as all the others who joined us in the field 

station summer 2014. To Sven Brunberg for organizing the field work, helping with 

practicalities, and getting us up every morning. Thanks to Erik Larnøy for letting us into 

NIBIO at all times of the day and night to borrow your freeze dryer. Thank you to Annie 

Aasen for teaching me laboratory routines and organizing everything in the lab. A huge 

thanks to my supervisor Line Nybakken for opening a whole new world of plant chemistry, as 

well as teaching me the techniques of laboratory work, which results I hope we can use in the 

future. Thank you to Dan Tyers in the US Forest Service for valuable discussions about my 

thesis, bears and habitat selection, and to Joao Luiz Rossi for great help with statistics and for 

our discussions about resource selection functions. Thank you to Andres Ordiz for comments 

and suggestions on my final draft, and to Sebastian Peters for many good suggestions and 

encouragement. I must thank my supervisor Jon E. Swenson for supporting me throughout my 

studies, opening doors for me in academia, and inviting me into the Scandinavian Brown Bear 

Research Project, as well as giving valuable feedback on my final draft. To Anne G. Hertel 

for amazing support throughout the whole project from fieldwork, to statistics, to feedback on 

my thesis drafts, and helping me through the many obstacles along the way. Sam Steyaert 

have gone above and beyond his role as supervisor to teach me advanced statistics, R, ArcGIS 

and assisting me through every step of this extremely complex project. And finally, thank you 

to my partner in this project, Henriette Wathne Gelink, for all the support and cooperation 

during the thesis, and throughout my study time at NMBU. This has been a project we have 

achieved as a team, and which I will always be extremely grateful for. 

 

Ås, December 2015 

Hanna Kavli Lodberg-Holm 

 
 
 
 
 
 
 



 
 

III 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

IV 
 

Summary 
Predation is a vital process in nature that has the potential to reduce prey populations, while 

also causing a wide range of risk effects such as changed prey behavior as a response to 

predation. Research has shown that animals may change their spatiotemporal use of a 

landscape as a response to human hunting, and such behavioral changes can occur also in 

apex predators. The brown bear (Ursus arctos) has previously been driven to near extinction 

in Scandinavia due to human persecution, and is still strongly limited by hunting. In Sweden, 

the hunting season overlaps with the bears’ hyperphagia stage, when bears depend on a near 

constant intake of berries prior to hibernation. In this thesis, I have explored the 

spatiotemporal foraging patterns of brown bears in south-central Sweden, using resource 

selection functions to show how bears select for spatially predicted bilberry (Vaccinium 

myrtillus), and lingonberry (Vaccinium vitis-idaea) availability, as well as foraging in areas 

with high predicted risk of hunting mortality. All bears selected for areas of high availability 

of bilberry and avoided areas of high lingonberry availability. Bears that survived the hunting 

season generally avoided areas of high risk, while the bears that were killed foraged in high 

risk areas prior to the hunting season. Different foraging strategies in relation to risk did not 

affect the bears’ selection for berry availability. In the 10 days before the start of the hunting 

season, none of the bears selected against areas of high risk, but during the 10 first days of 

hunting all bears shifted their foraging away from areas of high risk. There were individual 

differences between bears in relation to selection for bilberry and risk, but few differences in 

relation to selection for lingonberry and risk. I found no consistent differences in foraging 

behavior between different sexes and age classes of bears. I conclude that bilberries are 

important food resources for bears during hyperphagia, and that bears adapt their foraging 

behavior to the risk of being killed by human hunters. Changed behavior in apex predators as 

a result of human hunting may have implications for the entire ecosystem, and require 

increased research attention in the future. 
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Introduction 
Predation is one of the most important processes in nature and plays an important role in 

structuring ecosystems through direct and indirect effects on prey populations (Estes et al. 

2011; Lima 1998; Prugh et al. 2009; Ripple et al. 2014; Ritchie et al. 2012). Predation can 

have direct effects on prey populations by reducing prey numbers, which can have cascading 

effects throughout the ecosystem (Estes et al. 2011; Prugh et al. 2009; Ripple & Beschta 

2004). Predation can also cause a wide range of risk effects such as changes in prey behavior 

as a response to the risk of predation, which can have an even larger impact on prey 

populations dynamics (Brown et al. 1999a; Creel & Christianson 2008; Lima 1998). The 

theory on the ‘fear ecology’ was first developed to describe the behavioral effects that 

predators induce on their prey (Brown et al. 1999a; Brown 1999b; Brown et al. 2001). 

Predator presence and unequal distribution of food resources creates a ‘landscape of fear’, 

where access to resources must be balanced with the risk of predation in order to survive and 

reproduce (Brown et al. 2001; Laundré et al. 2001; Laundré et al. 2010). Predation can change 

foraging patterns of their prey, which may have population wide consequences for species 

distribution and utilization of ecosystems (Creel & Christianson 2008; Fortin et al. 2005; 

Lima 1998). Foraging makes animals vulnerable to predation, which they often attempt to 

mitigate by changing time allocation, increased vigilance, or selecting feeding sites with low 

perceived predation risk (Brown 1999b; Brown & Kotler 2004; Lima & Bednekoff 1999). In 

addition to behavioral adaptions to avoid predation, animals may also show distinct changes 

in spatiotemporal foraging patterns in regards to changes in quantity and quality of food 

resources (Bischof et al. 2012; Brown et al. 2001; Coogan et al. 2012; Nielsen et al. 2010). 

Prey often attempt to balance energy and security needs through behavioral responses, which 

increases the likelihood of recognizing and escaping predators, but can also reduce foraging 

efficiency (Brown 1999b; Brown et al. 2001; Brown & Kotler 2004; Lima 1998). Sustained 

psychological stress induced by the threat of predation can result in reduced food intake, 

physiological effects, and reduced reproduction, leading to stress induced population declines 

(Clinchy et al. 2013; Creel et al. 2007).  

Such fear-mediated behavioral effects usually have been studied in relation to the effects of 

large carnivores on their prey, but it is increasingly recognized that fear ecology also may be 

applied to the effects of human disturbances (Frid & Dill 2002). Human hunting has become a 

dominant factor that impacts wildlife populations, change demography and causes behavioral 
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changes related to avoidance of human hunters (Coltman et al. 2003; Darimont et al. 2009; 

Frid & Dill 2002; Milner et al. 2007). Not only have studies shown that human disturbances 

impacts the behavior of typical prey species, such as ungulates (Lone et al. 2015; McLoughlin 

et al. 2005), but also the behavior of large carnivores (Ordiz et al. 2011; Treves 2009; Wam et 

al. 2012). Large carnivores have been persecuted for centuries due to conflicts with human 

communities and negative human attitudes (Treves 2009; Woodroffe et al. 2005). Hunting has 

previously caused ecosystem-wide population declines and local extinctions of large 

carnivores (Swenson et al. 1995; Treves 2009; Woodroffe et al. 2005). During the last 

decades, research has indicated that large carnivores have a vital role in the ecosystem as apex 

predators, and contributes to conserve biodiversity through both direct and indirect effects of 

predation (Estes et al. 2011; McShea 2005; Ray 2005; Ripple et al. 2014; Ritchie et al. 2012). 

Human attitudes towards large carnivores have gradually changed and populations have 

started to recover in the highly modified and human-dominated landscapes of Europe 

(Chapron et al. 2014; Linnell et al. 2001). To mitigate conflicts between people and large 

carnivores, hunting has become a common strategy to maintain low populations, and thereby 

reduce conflicts with humans (Treves 2009). Thus, large carnivores have changed from being 

apex predators with few natural enemies to become strongly limited by human hunting, which 

may alter their evolutionary trajectory and role in the ecosystem (Frank & Woodroffe 2001; 

Milner et al. 2007; Treves 2009; Wallach et al. 2009; Zedrosser et al. 2011)  

The brown bear (Ursus arctos) was driven to near extinction in Scandinavia by the beginning 

of the 20th century due to human hunting (Swenson et al. 1995). After being protected on state 

land in Sweden in 1913 (Swenson et al. 1995), the bear population gradually recovered and 

the population was estimated to be 2782 bears in 2013 (Kindberg & Swenson 2014). Legal 

hunting of bears in Sweden was reintroduced in 1943 (Swenson et al. 1995) and quotas have 

increased gradually (Swenson et al. 1994). The hunting quota was 11.0% of the estimated 

population in 2013 (Kindberg & Swenson 2014; Statens veterinärmedicinska anstalt 2015), 

with an estimated sustainable harvest rate of 11.2% (Bischof & Swenson 2009b). Legal 

hunting is the single most important source of mortality of bears in Sweden (Bischof et al. 

2008; Swenson et al. 2010), and the population has been declining 3.2% every year from 

2008-2013, due primarily to human hunting (Kindberg & Swenson 2014). In addition to the 

direct numerical effect of hunting, bears may also be indirectly affected through behavioral 

changes induced by the fear of being hunted (Ordiz et al. 2012; Stillfried et al. 2015). The risk 

of being killed by human hunters can vary across the landscape (Nielsen et al. 2004), and in 



 
 

3 
 

south-central Sweden the highest hunting mortality for bears are close to areas of human 

activity, such as roads, buildings, agricultural areas, and villages (Steyaert et al. In press). 

Different sexes and age classes may respond differently to the risk of predation (Elfström et 

al. 2014b; Laundré et al. 2001; Lone et al. 2015; Nellemann et al. 2007; Ordiz et al. 2012; 

Rode et al. 2006b). In bears, sexual dimorphism, different energetic requirements, and social 

interactions such as infanticide, cause different sexes and age classes to balance foraging and 

avoidance of risk differently (Ben-David et al. 2004; Elfström et al. 2014b; Rode et al. 2001; 

Rode et al. 2006b). Especially females with cubs and subadults are prone to forage in more 

risky areas close to human settlements and in open areas to avoid encountering larger males 

(Elfström et al. 2014b; Steyaert et al. 2013a; Steyaert et al. 2013b). 

The bear hunting season in Sweden starts 21 August and continues for up to two months, 

overlapping with the bears’ ‘hyperphagia’ stage (Ordiz et al. 2012). During hyperphagia bears 

depend on a near continuous intake of food, predominantly berries in the boreal forest, to gain 

weight for the subsequent hibernation (Dahle et al. 1998; Welch et al. 1997). There is a strong 

correlation between the body size of female bears and the abundance of food resources such 

as berries, which again affects sexual maturity, reproduction, and survival during hibernation 

(Zedrosser et al. 2006). Studies of captive bears showed that bears are able to consume 30-

55% of their own body mass in fruit daily during this period (Welch et al. 1997), and by 

having an unspecific digestive system bears are able to efficiently digest berries (Bunnell & 

Hamilton 1983). Berries are one of the most important components of the bears’ autumn diet 

in Scandinavia, and previous studies have shown that berries comprises 44-46% of the 

digestible energy in the bears’ diets, and are rich in carbohydrates that can be converted to fat 

prior to hibernation (Dahle et al. 1998). The most important berry species in the diet of 

Scandinavian brown bears are crowberry (Empetrum spp.), bilberry (Vaccinium myrtillus), 

and lingonberry (Vaccinium vitis-idaea) (Dahle et al. 1998; Elfström et al. 2014a; Persson et 

al. 2001). Scat analysis from Sweden show that berries are found in 92% of all bear scats and 

make up 74% of the total scat volume during hyperphagia (Dahle et al. 1998). Bears’ intake 

of berries is dependent on bite rate and bite size, which again is related to the density and 

visibility of berries (Rode et al. 2001; Welch et al. 1997). Foraging efficiency is highly 

reduced at densities lower than 50 berries per m3, and bears tend to move between berry 

clusters to locate areas of high berry density (Welch et al. 1997). Intake of berries is also 

related to the amount of time bears spend foraging, and they subsequently increase their 

foraging activity during hyperphagia (Rode et al. 2001; Stelmock & Dean 1986; Welch et al. 
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1997). Bears are very dependent on availability of food resources and they often switch to the 

food resource most abundant in the landscape (McLellan & Hovey 1995; Persson et al. 2001). 

Herbivores are known to prolong the grazing period by following a green wave of  plant 

growth through the landscape as plants mature in different locations at different times 

(Bischof et al. 2012). Bears may also utilize such spatiotemporal waves of plant growth, 

which leads to different habitat selection across the growing season (Coogan et al. 2012; 

Nielsen et al. 2010).  

Bilberry, crowberry and lingonberry are widely distributed throughout Swedish forests, but 

their abundance varies spatially and temporally in relation to different habitat types, attacks 

by insects, ungulate grazing, and weather conditions (Kardell 1979; Kardell & Eriksson 

2011). In Southern Sweden, the bilberry season usually begins in mid-July (Eriksson & 

Ehrlén 1991), but abundance of bilberries in Scandinavia generally varies from year to year 

with peaks in production every 2-5 years (Selås 2000). Lingonberry usually starts producing 

berries in the first half of August and continues into September (Eriksson & Ehrlén 1991). 

Crowberries have a very long fruiting season, which overlaps with both bilberry and 

lingonberry, from July to September (Eriksson & Ehrlén 1991). There are two subspecies of 

crowberry, Empetrum nigrum spp. nigrum and ssp hermaphroditum, where E. nigrum is the 

most common in Southern Sweden (Tybirk et al. 2000). Crowberry plants are able to 

outcompete both bilberry and lingonberry plants by forming dense clones that dominate the 

forest floor and produces chemicals that inhibits other plants (Tybirk et al. 2000), but the 

species is not as common in Southern Sweden (Kardell & Eriksson 2011). Production of all 

the berry species varies across the landscape depending on sun exposure (Atlegrim & Sjöberg 

1996; Parlane et al. 2006; Tybirk et al. 2000), and between different habitat types (Atlegrim & 

Sjöberg 1996; Kardell 1979; Kardell & Eriksson 2011; Nybakken et al. 2013). This implies 

that berries are not equally spatially and temporally available, and that berry abundance varies 

across the landscape, as well as over time. In Sweden, the bears’ hyperphagia stage and the 

bear hunting season overlaps, and previous research has shown that bears change their 

movement patterns and diurnal activity during this period as a behavioral response to human 

hunting (Ordiz et al. 2012). However, little research has yet been conducted on how this 

affects bears’ foraging on berries, and how different foraging strategies among bears affect 

hunting mortality.  

In this thesis I explore how an apex predator, the brown bear in a boreal forest ecosystem in 

Sweden, is impacted by human hunting in terms of foraging behavior on berries during 
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hyperphagia in the period between mid-July and late September. I will explore the 

spatiotemporal foraging behavior of bears in relation to the availability of three berry species; 

bilberry, crowberry and lingonberry. I hypothesize that bears will forage on the berries that 

are most abundant in the landscape during hyperphagia. Specifically, that they will select for 

areas with high bilberry availability at the beginning of the study period, before increasing 

their selection of areas of high lingonberry availability later in the season when lingonberries 

ripen, and that they will forage on crowberries throughout the study period (H1). I also 

hypothesize that bears will select against risky areas with high potential hunting mortality 

(H2), and that bears that survived the hunting season will display a stronger selection against 

areas of high risk compared to the bears that were killed during hunting (H3).  Further, I 

expect that selection against areas of high risk will increase when the hunting season starts 

(H4). I also hypothesize that selection against areas of high risk may represent a tradeoff 

between selection for berry availability and risk (H5). Lastly, I hypothesize that selection for 

areas with high berry availability and risk will vary between different individuals, as well as 

between different sex and age classes (H6). 

To test my hypotheses, I sampled berries in the field and obtained habitat data from GIS-

derived maps to create predictive maps of berry availability across the landscape in six 

different periods during hyperphagia. I used a risk map showing the risk of hunting induced 

mortality across the study area (Steyaert et al. In press). Next, I applied resource selection 

functions (RSF), in which bear GPS positions consistent with foraging behavior represented 

‘used’ positions and random positions generated within each bear’s home range represented 

‘availability’, to explore the bears’ selection of berry availability and risk during hyperphagia. 

Methods 
Study area 

Berry availability and bear foraging patterns were explored in a 2241 km2 study area located 

in Dalarna and Gävleborg counties in south-central Sweden (Figure 1). The combined bear 

population of Dalarna and Gävleborg was estimated to be 793 bears in 2013, and the 

population has been declining in recent years (Kindberg & Swenson 2014). The landscape in 

the study area is gently rolling, with elevations varying from 175 m to 725 m above sea level 

(Martin et al. 2010). The area is mostly covered by productive forest, dominated by Scots pine 

(Pinus sylvestris), and Norway spruce (Picea abies), while heather (Calluna vulgaris), 

grasses, and berry shrubs dominates the understory (Elfström et al. 2008; Ordiz et al. 2012; 
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Sahlén et al. 2011). The area includes many lakes and bogs spread throughout the landscape 

(Elfström et al. 2008; Ordiz et al. 2012). The forests are managed and have rotations of 80-

120 years, after which entire forest stands are harvested, and the clearcuts are later replanted 

(Kardell & Eriksson 2011; Ordiz et al. 2014). There is a dense network of gravel roads 

throughout the study area, which provides easy access to a wide range of recreational and 

commercial activities such as hiking, hunting, fishing, logging, and berry picking (Nellemann 

et al. 2007; Ordiz et al. 2014; Sahlén et al. 2011; Sténs & Sandström 2013). The area contains 

several small communities and the human density in 2011 was 5-7 habitants /km2 (Ordiz et al. 

2014). 

Berry data 
Berries were sampled at random locations within three different sampling areas in the study 

area in south-central Sweden (Figure 1), each named after the closest settlement (Noppikoski, 

Håven and Voxna). The different sampling areas were constructed in ArcMap 10.3 (ESRI 

2014) to represent a variety of habitat types within the study area and to facilitate fieldwork 

by not being located too far from each other. Sampling locations were extracted 

chronologically from a list of random GPS coordinates every field day. Each sampling 

location was located using a handheld GPS, and from that initial location I randomly walked 

0-9 meters depending on the last value in the Y coordinate in a northern, southern, eastern or 

western direction (depending on the last value in the X coordinate). A 1m2 frame was placed 

directly in front of this new position, marking the berry plot, and the handheld GPS unit was 

used to register the approximate location of the plot. Within each berry plot I estimated the 

percentage cover and height of berry plants. All berries within the 1m2 plot were collected and 

counted. Sampled berries were divided into species (bilberry, lingonberry and crowberry) and 

three categories of berry condition (unripe, ripe, and dehydrated/overripe). Berries were 

defined as ripe if they had an intact round shape, the overall color of the berry was red or blue, 

and fluids could be squeezed from the berry. Fieldwork was conducted from 11 July until 18 

September, and sampling ended a few days before the first frost. I assigned every day during 

the study period a Julian day to represent the sampling days. I assigned the first day of field 

work, 11 July, Julian day 1, and so on until the last date of field work, 18 September, which I 

assigned Julian day 70. 
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Figure 1: The study area located in south-central Sweden, with the three different sampling areas, and the berry 
plots where bilberries, lingonberries and crowberries were sampled. The 100% MCP home ranges of the GPS 
collared brown bears in the study area are displayed in green.  

 

Extraction of landscape variables 
Land-cover maps (Swedish Land Cover database, SMD-data), satellite imagery (Resourcesat, 

IRSP-LISS3 Imagery, 25 * 25 m pixel size, images was obtained in July and August 2014), 

and a digital elevation model (DEM) (2 * 2 m pixel size) were obtained from National Land 

Survey Sweden (www.lantmateriet.se, i2014/764). Different habitat types in the land cover 

maps were merged into the habitat categories: clearcut, mid-aged forest, old forest, tree rich 

bog, bog, young forest, water, and other. Slope steepness and aspect were calculated from the 

DEM. From the satellite imagery, a Normalized Difference Vegetation Index (NDVI) map 

(20 * 20) was derived and used as a proxy for vegetation density. NDVI is a vegetation index 

constructed from reflectance of red and near-red electromagnetic light from different land 

cover types and provides data on vegetation distribution and vegetation biomass across a 
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landscape (Pettorelli et al. 2005). The preprocessing of all the landscape maps was conducted 

by Sam Steyaert and Anne G. Hertel. 

Berry models 
Prior to the analysis, all sampling plots located in habitats defined as “other” were excluded, 

because they represented areas without forest vegetation such as roads, agricultural areas, 

urban areas, and rocky areas. I used 843 sample plots to model berry presence and berry 

density per m2 of berry plant. I divided the number of ripe berries per plot by the percentage 

cover of berry plants, and multiplied it by 100 to obtain berry density per m2 of berry plant.  

Crowberries were found in just a few plots each period, which I considered too few to be able 

to accurately predict crowberry presence and density in the different time periods. Only ripe 

bilberries and lingonberries were therefore used to model the presence and density of berries 

across the landscape. The berry data was highly overdispersed, implying that the variance in 

the data was larger than the mean, which could result in poor model fit (Zuur et al. 2009). The 

data also had a high proportion of zeros, and I therefore modeled berry presence and berry 

density separately with hurdle model design (Zeileis et al. 2007). Bilberry and lingonberry 

presence was modeled with generalized linear models (GLMs) and a binomial distribution 

appropriate for absence/presence data (Zuur et al. 2009). Bilberry and lingonberry density was 

modeled with berry density per m2 of berry plant, in the plots where berries were present, 

assuming that in all locations with zero berries, the growing conditions were not suitable for 

berry production. To compensate for overdispersion of the residuals, I applied GLMs with 

negative binominal distribution to model bilberry and lingonberry density, as recommended 

by Zuur et al. (2009) and Zeileis et al. (2007). To test whether there was a temporal trend in 

the berry availability during the study period I ran two generalized additive models (GAMs) 

on the number of bilberries and the number of lingonberries collected in the study plots, one 

using Julian date as a spline, and a null model. Model selection was conducted using the 

model.sel function in the MuMIn package (Barton 2014), which compares models based on 

Akaike information criterion (AICc) corrected for small sample sizes (Arnold 2010; Manly et 

al. 2002; Zuur et al. 2009). Considering the temporal trend in the data (Figure A1, Appendix), 

bilberry and lingonberry presence and density were modeled in six time periods of 20 days 

length with 10 days overlap (Table 1). I chose to model berry occurrence and presence in 

periods of 20 days because I found that each period then contained adequate data to enable 

predictions with reasonable predictive accuracy, as well as capturing the temporal change in 

berry presence and density across the study period. I ensured that the periods overlapped each 
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other by 10 days to avoid abrupt changes in predictive berry presence and density between the 

periods.  
Table 1:  The six 20-day periods with 10 days overlap in which berry density and presence and brown bear 
foraging behavior was modeled in south-central Sweden in the study period 11 July - 18 September with actual 
dates and Julian days representing the field days. 

Period Dates Julian days No. of berry plots 

1 11 July -  1 August  1 - 22 244 

2 22 July – 11 August 12-32 324 

3 1 August – 21 August 22-42 332 

4 11 August – 31 August 32-52 261 

5 21 August – 10 September 42-62 214 

6 31 August – 18 September 52-70 180 

 

The density and presence of ripe lingonberries were only modeled in the last four periods after 

1 August, as they were virtually absent in the study area during the first two periods.  I tested 

all the numerical variables for collinearity using variance inflation factor (VIF) with a cut-off 

value of 3 (Zuur et al. 2009), and collinearity with the categorical variables using boxplots, 

but I found no collinearity between the variables. I constructed eight a priori candidate 

models to predict both berry presence and density, which included a full model containing all 

the explanatory variables (habitat type, NDVI, elevation, slope and aspect), and a null model 

(Table 2). In each time period, the candidate models were compared using AICc model 

selection, and models separated by ΔAICc < 2 from the top ranked model (AICc = 0) were 

selected as having the most explanatory power. If several models were selected I used model 

averaging to obtain the most accurate estimates for spatial predictions in each period (Zuur et 

al. 2009). If the null model was selected as one of the models with the highest explanatory 

power, I did not include it in the model average, as I did not consider it useful to make spatial 

predictions. The model coefficients with shrinkage were extracted in each time period to 

make spatial predictions in ArcMap. I validated the models using the cv.binary function from 

the DAAG package (Maindonald & Braun 2010; Maindonald et al. 2014) to obtain a cross 

validation estimate of accuracy. When several models were selected as having the highest 

explanatory power, cross validation of accuracy as well as the dispersion parameter, was 

calculated for each of the models and then averaged to obtain one estimate for all the models 

included in the model average. I uploaded the model coefficients into ArcMap, and created 

predictive maps of berry density and presence for the different time periods. There were, 

however, some inherent weaknesses with the berry predictions that made it challenging to 

apply them to explore bear foraging. The berry presence predictions only predicted the 
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presence or absence of berries across the landscape and not the abundance of berries. The 

density predictions may have overestimated berry density since they were modeled with data 

only from plots that contained berries. To mitigate these inherent weaknesses I multiplied the 

two prediction maps into a third prediction map that showed an index of berry availability. 

This map incorporated the differences in berry density across the landscape, but also 

displayed low berry availability in the locations with close to zero probability of berry 

presence. This berry availability index is referred to as the berry availability throughout this 

thesis, and was applied to explore bears’ selection for berries. 

Table 2:  Candidate models with model terms to predict presence and density of lingonberry and bilberry in the  
study area in south-central Sweden in the 20-day periods with 10 days overlap during the study period 11 July –  
18 September.  

 
 

 

 

 

 
 
 
 

Bear position data 
All bears were collared with GPS-GSM collars (Vectronic Aerospace GmBh, Berlin, 

Germany) as part of a long-term study project in the Scandinavian Brown Bear Research 

Project. Capture procedures were approved by the Swedish Ethical Committee (Uppsala 

Djurförsöksetiska Nämnd) following the protocol by Arnemo and Fahlman (2011). I excluded 

all positions with a dilution of precision (DOP) metric higher than 4 to increase spatial 

accuracy (Lewis et al. 2007). DOP represents a measure of how many satellites were used and 

the satellite constellation, which affects the accuracy of the position fix (Frair et al. 2010; 

Lewis et al. 2007). All GPS positions from 2014 were uploaded (including non-foraging 

positions) to construct home ranges for each individual bear using 100% minimum convex 

polygons (MCP) (Gillies et al. 2006; Moe et al. 2007).  To explore bears’ foraging on berries I 

used hourly positions from the study period between 11 July and 18 September from bears 

who’s home range was located partly or entirely within the study area. During the study 

period some bears were occasionally approached by field technicians on foot or by hunting 

dogs as part of other research projects, and the positions of these bears were excluded on the 

day of the approach, as well as the two following days due to previously documented changes 

Model Model terms 
 Habitat type NDVI Slope Aspect Elevation 

Berry full × × × × × 
Berry 1 × ×  × × 
Berry 2 × ×  ×  
Berry 3 × ×    
Berry 4 ×   ×  
Berry 5  ×  ×  
Berry 6  ×    
Berry 0      
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in behavior (Moen et al. 2012; Ordiz et al. 2013a). Positions from bears that were killed 

during hunting were excluded on the day the bear was killed, as the GPS collars still sent out 

positions after death. Positions from yearlings accompanied by their mother were also 

excluded to avoid spatial dependency between individuals. Bears’ foraging on berries has 

been described as slow, continuous movement between patches of high berry density (Welch 

et al. 1997). To avoid confusing foraging with other behaviors, such as resting or long-

distance travel, I used only hourly positions that were at least two fixes in a row and located 

more than 100 meters, but less than 800 meters apart. These foraging trajectories were 

prepared by Anne G. Hertel, who tested a similar trajectory with half-hour positions, three 

successive points, at distances of between 25-300 meters in the study area, and found field 

evidence of bear foraging on berries in 70% of these locations (Hertel et al. In press). The R 

package adehabitatLT was used to measure the Euclidean distance between successive GPS 

locations (Calenge 2006).  

Habitat selection 
Bear foraging was explored within each bears’ home range with third-order resource selection 

functions (RSFs) (DeCesare et al. 2012; Manly et al. 2002; Northrup et al. 2013). RSFs are a 

common statistical approach to explore habitat selection of animals (Boyce et al. 2002; Gillies 

et al. 2006; Manly et al. 2002). I uploaded foraging positions to represent ‘used’ positions 

within the home ranges and created an equal number of random positions as foraging 

positions within each bear’s home range to represent the ‘available’ foraging areas (Manly et 

al. 2002; Northrup et al. 2013). I also uploaded a map showing the predicted risk of being 

killed by human hunters across the study area, created by Steyaert et al. (In press). The risk 

map was constructed based on models including the locations where bears have been killed by 

human hunters in the period 1982-2012, in relation to distance to nearest village, roads, and 

buildings (Steyaert et al. In press). The availability of lingonberry and bilberry, as well as the 

level of risk for all the random and used positions, were extracted for further statistical 

analysis. To reduce the effects of variation between individual bears, and the unequal number 

of positions from each bear, I included ‘bear id’ as a random effect on the intercept of the 

RSFs (Gillies et al. 2006). I applied generalized linear mixed modeling (GLMM) from the 

lme4 package (Bates et al. 2014) to model the resource selection of all the bears (Gillies et al. 

2006; Hebblewhite & Merrill 2008), with use/available as the binary response variable. I 

created eleven a priori candidate models, each based on a specific hypothesis about bear 
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forging (Table 3). The candidate models included a full model with all variables and 

interactions, as well as a null model. 
 
Table 3: The candidate models for the resource selection of brown bears in south-central Sweden in the 20-day 
periods with 10 days overlap (1-6) during the study period 11 July - 18 September, with a specific hypothesis 
underlying each model. The different model terms include predicted bilberry and lingonberry availability, risk of 
being killed by hunters, and the fate of the bears (whether they survived or were killed during hunting). 
Lingonberry availability was not included in any of the candidate models in period 1 and 2 because I did not 
have accurate lingonberry predictions this early in the season. The interaction with the fate of the bears was not 
included in period 6, because all the killed bears were already dead by that time. 

 

 

Model Hypothesis Difference between 
killed and surviving 
bears (fate) 

Random 
term 

Model structure 

RSF full  Bears select for  bilberry and 
lingonberry in areas with low 
levels of risk / Bears select for 
areas with high risk if there is 
a high availability of berries 

Killed bears select 
more strongly for 
bilberry and 
lingonberry, and 
weakly against risk. 
 

Bear ID Bilberry*fate + 
lingonberry*fate + 
risk*fate +  
bilberry*risk + 
lingonberry*risk 
 

RSF1 Bears select for bilberry and 
lingonberry and against risk 

Killed bears select 
more strongly for 
bilberry and 
lingonberry, and 
weakly against risk 

Bear ID Bilberry*fate + 
lingonberry*fate  
+ risk*fate 

RSF2 Bears select for bilberry and 
lingonberry and against risk 

No difference 
between killed and 
surviving bears 

Bear ID Bilberry + lingonberry + 
risk 

RSF3 Bears select for bilberry and 
lingonberry and against risk 

Killed bears select 
more strongly for 
bilberry and 
lingonberry, but 
equally against risk 

Bear ID Bilberry*fate + 
lingonberry*fate 
+ risk 

RSF4 Bears select for bilberry and 
lingonberry and against risk 

Killed bears select 
weakly against risk 
 

Bear ID Bilberry + lingonberry + 
risk*fate 
 

RSF5 Bears select for bilberry and 
lingonberry 

Killed bears select 
strongly for bilberry 
and lingonberry 

Bear ID Bilberry*fate + 
lingonberry*fate 

RSF6 Bears select more strongly for 
bilberry and lingonberry in 
areas with low risk / Bears 
select for areas of high risk if 
there is a high availability of 
berries 

No difference 
between killed and 
surviving bears 

Bear ID Bilberry*risk + 
lingonberry*risk 

RSF7 Bears select against risk Killed bears select 
weakly against risk 

Bear ID Risk*fate 

RSF8 Bears select against risk No difference 
between killed and 
surviving bears 

Bear ID Risk 

RSF9 Bears select for bilberry and 
lingonberry 

No difference 
between killed and 
surviving bears 

Bear ID Bilberry + lingonberry 

RSF0 Bears do not select for bilberry 
and lingonberry and not 
against risk 

No  difference 
between killed and 
surviving bears 

 ~ 1 (intercept only) 
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The candidate models included different combinations of the variables; bilberry availability, 

lingonberry availability, risk of being killed by human hunters, and the fate of the bears 

(whether the bear was killed or survived the hunting season). Interactions between berry 

availability and risk were included to explore whether risk of being killed affected the bears’ 

selection for berry availability. I included the interaction between the fate of the bears and 

berry availability and risk to explore whether there were differences in foraging behavior 

between killed and surviving bears. The other habitat variables (habitat type, NDVI, aspect, 

slope and elevation), were not included in the RSFs, because the berry predictions were based 

on these variables and they were therefore inherently collinear. I chose to model bear foraging 

behavior separately in the six periods because the availability of the berries and level of risk 

changes during hyperphagia, and bears are known shift their selection for resources according 

to which are temporally most abundant, as well as to avoid risk that also varies temporally 

(McLellan & Hovey 1995; Nielsen et al. 2010; Ordiz et al. 2012; Stelmock & Dean 1986).  

 

All the continuous variables were tested for collinearity in each period using a corvif test and 

pair plots, as recommended by Zuur et al. (2009), but this did not reveal any collinearity. In 

each period, I selected the models with most explanatory power using AICc model selection 

(Arnold 2010; Boyce et al. 2002), and if several candidate models were separated by ΔAICc < 

2, the most simple model was selected as the most parsimonious, to avoid pretending 

variables (Arnold 2010). Pretending variables can often occur during AIC model selection, as 

complex models can have ΔAICc < 2, but still include variables with very little explanatory 

power (Arnold 2010). I also applied the full model on each of the six periods to compare the 

strength of selection in a visual manner. 

Model validation 
I tested model performance of the most parsimonious model in each time period with the 

cross validation procedure proposed by Boyce et al. (2002) and modified by Klar et al. 

(2008). As described by Klar et al. (2008), I spatially mapped the most parsimonious RSF 

model in each period, which resulted in six maps showing the probability of selection within 

the study area in each period. The most parsimonious models were slightly simplified by not 

including the interaction with fate, which meant that, within each time period, one probability 

of selection map was created for all the bears. I divided each probability map into ten equal 

area sized bins (1-10), representing areas with different probability of selection, where bin no. 

1 represented the lowest probability of selection and bin 10 the highest probability of 
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selection. I calculated the proportion of each probability bin in the study area and the 

proportion of used positions located within each of the probability bins.  The proportion of 

used positions per bin was divided by the total proportion of each bin to obtain area-adjusted 

frequencies of bear occurrence. I correlated these area-adjusted frequencies of occurrence in 

each period with the probability bins using Spearmen rank correlation tests (rs) (Boyce et al. 

2002; Klar et al. 2008). 

Effects of hunting season, individuals, sex and age 
The same candidate models (Table 3) were applied to model bear selection 10 days prior to 

the start of the hunting season, and the first 10 days of the hunting season. The models with 

highest explanatory power were selected through AICc model selection and the simplest 

model of the ones separated by ΔAICc < 2 was selected as the most parsimonious model.  I 

also preformed an additional analysis of the foraging behavior of each individual bear to 

explore how much individual variation they displayed. Individual GLM models for resource 

selection were created for the bears with more than 40 foraging positions during the whole 

study period. These models were run on data from the entire study period and the berry 

availability index of each period was averaged to obtain one continuous index of berry 

availability. Selection for bilberry and lingonberry availability was modeled in two separate 

models for each bear to avoid too much model complexity, each with risk as an additive 

effect. Selection coefficients for berry availability and risk for each bear was tested for 

correlation using Spearmen rank correlation (rs).  In addition I constructed two additional 

models in each of the six periods, one with the age class of the bears and one with sex, each 

interacting with berry availability and risk. I conducted this additional analysis to explore 

whether different age classes and sexes displayed different habitat selection. The effect of 

interactions with sex and age were analyzed by looking at the significance of the interactions 

in each time period. I did not include these interactions in the candidate models, because they 

would become very complex and have small sample sizes in some of the combinations 

between sex, age, and the fate of the bears. I defined two age classes for the bears: adult > 4.0 

years and subadults < 4.1 years of age, following the definition by Zedrosser et al. (2006) for 

female bears. A third age category for yearlings was not constructed, because all yearlings 

accompanied by their mother were excluded from the analysis and I defined unaccompanied 

yearlings (all > 1 year old) as subadults. All statistical analyses were done using R version 

3.1.1 (R Core Team 2014), and all geographical mapping and spatial predictions was done in 

ArcMap 10.3 (ESRI 2014). 
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Results 

Berry prediction models 
Bilberries and lingonberries were found in 421 (50%) and 164 (20%) of the sampling plots 

respectively, while crowberries were found in 89 plots (10%). The average density of berries 

per m2 of berry plant in the plots that contained berries was 31/m2 for bilberry, 57/m2 for 

lingonberry, and 34/m2 for crowberry. Modeling the number of berries per plot using Julian 

day as a spline compared to a null model, showed that the model with Julian date as spline 

was the most parsimonious for both bilberry and lingonberry, which indicated a temporal 

trend in the availability of berries (Figure A1, Appendix). The effective degrees of freedom 

(edf) of the GAMs, were 2.691 and 2.996 for bilberry and lingonberry, respectively, and 

indicated a nonlinear trend (Zuur et al. 2009). Bilberries ripened earlier in the season and 

continued to be abundant throughout most of the season, but declined towards the beginning 

of September (Figure A1, Appendix). Lingonberries ripened later and continued to abundant 

after bilberries declined, but started to decline in abundance towards the middle of September 

(Figure A1, Appendix). The predictive accuracy of the berry presence models across the 

periods varied between 60-71%, and 60-92% for bilberry and lingonberry presence, 

respectively. See tables A1 and A2 in the appendix for outputs of the most parsimonious 

models that were used to predict bilberry and lingonberry presence and density across the six 

periods, and which was combined to predict berry availability across the landscape (Figure 1 

& Figure A2, Appendix). 
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Figure 1: Spatial predictions of bilberry availability in the study area in south-central Sweden across the 20-day  
periods with 10 days overlap (1-6) during the study period from 11 July - 18 September. Darker color represents  
higher predicted bilberry availability.  

 

Habitat selection by bears 
In total, 4747 GPS positions from 29 bears whose 100% MCP home range fully or partly 

overlapped the study area during 2014 were included in the study. These included 10 males 

and 19 females, consisting of 8 subadults (<4.1 years) and 21 adults (>4.0 years). The age of 

the bears varied between 1-21 years, with a mean age of 8 years. Five of the study bears were 

killed by hunters, including one female and four males. A total of 24 bears had sufficient 

number of positions that I could model their foraging behavior with individual models.  

 

In period 1, RSF1 was selected as the most parsimonious model, which contained bilberry 

availability and risk interacting with the fate of the bears. The second best model in period 1 

was the full model (ΔAICc= 0.64). In period 2, RSF7 was the most parsimonious model 

containing only risk interacting with fate, and RSF4 was the second best (ΔAICc= 1.88). 

RSF4 was the most parsimonious model in period 3, which included bilberry availability, 
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lingonberry availability, and risk interacting with fate, followed by RSF1 (ΔAICc= 3.25). In 

period 4, 5, and 6, the most parsimonious model was RSF2, which included bilberry 

availability, lingonberry availability, and risk without any interactions, followed by RSF4 in 

period 4 (ΔAICc= 2.56), RSF6 in period 5 (ΔAICc= 3.47), and RSF6 in period 6 (ΔAICc= 

3.78) (Table A3, Appendix). The RSFs showed that bears generally selected for areas with 

high availability of bilberries and selected against areas with high availability of 

lingonberries, as well as against areas of high risk, but there were differences in foraging 

behavior between killed and surviving bears in periods 1-3 (Table A4, Appendix). Cross 

validation of the RSF models showed that the area-adjusted frequency of occurrence was 

highly correlated with the probability bins in period 1-3, whereas the correlation test in 

periods 4-6 showed that the relationship was insignificant (Table A5, Appendix). These 

periods had 7-14 foraging positions each in the lowest probability bin, and removing the 

lowest bin caused a significant correlation between the area-adjusted frequency of occurrence 

and the probability bins, indicating that predictive abilities of the models were generally good, 

but underestimated bear occurrence in the poorest habitat class (Table A5, Appendix). 

Selection for berries 
Bears selected for areas with high bilberry availability across the entire season, except for in 

period 2, when selection for berries was not included in the most parsimonious model (Table 

A4, Appendix & Figure 2). In period 1, the surviving bears displayed a significantly weaker 

selection for bilberries (-0.042±0.018, test statistics=2.38, p=0.02), compared to the bears that 

were killed during the hunting season (0.031±0.017, test statistics=1.85, p=0.06) (Table A4, 

Appendix). In the remaining periods (3-6), all bears selected for areas of high availability of 

bilberries with p values <0.001 across all these periods (Table A4, Appendix). Selection for 

bilberry among all bears generally increased later in the study period (Figure A3, Appendix). 

Lingonberry availability was included in the candidate models only in period 3-6 and was 

generally avoided by all bears throughout those periods (Table A4 & Figure A4, Appendix & 

Figure 2).  
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Figure 2: Predicted effect of bilberry availability and lingonberry availability on the probability of selection of 
brown bears in south-central Sweden, based on the most parsimonious candidate model across the 20-day 
periods with 10 days overlap during the study period (11 July - 18 September).  In period 2, the predicted effect 
is based on the second most parsimonious model ΔAICc < 2, to be able to visually display selection for bilberry 
also in this period. Selection for lingonberry is only displayed in period 3-6, because lingonberry availability was 
not predicted earlier in the season. In period 1, the most parsimonious model included an interaction with fate, 
and selection for bilberry is therefore presented separately for killed and surviving bears. Probabilities have been 
converted back from the logit scale and represent actual probabilities of selection. The 95% confidence intervals 
are marked by the dashed line.  

 

Selection against risk 

The most parsimonious candidate models in the three first periods of the study showed that 

killed and surviving bears behaved differently in relation to risk prior to the hunting season 

(Table A4, Appendix & Figure 3). In the first three periods prior to hunting, 11 July - 21 

August, the most parsimonious model always included risk interacting with the fate of the 

bears (Table A4, Appendix). The most parsimonious models showed that killed bears selected 

for areas of high risk intensity in periods 1-3 (Period 1: 0.182±1.187, test statistic=0.15, 

p=0.88, Period 2: 3.40±1.220, test statistic=2.79, p<0.01, Period 3: 3.644±1.245, test 
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statistic=2.93, p<0.01), although insignificant in period 1. Whereas surviving bears avoided 

high-risk areas during those periods (Period 1: -3.659±1.259, test statistic=-2.91, p<0.01, 

Period 2: -7.351±1.310, test statistic=-5.61, p<0.001, Period 3: -5.754±1.342, test 

statistic=4.29, p<0.001) (Table A4, Appendix & Figure 3). In the remaining three periods (4-

6) after the start of the hunting season, all bears selected against areas of high risk and there 

was little difference between killed and surviving bears (Table A4, Appendix & Figure 4).  

 

 

Figure 3: Predicted effect of risk on brown bears’ probability of selection in the study area in south-central 
Sweden, based on the most parsimonious candidate model across the 20-day periods with 10 days overlap (1-6), 
during the study period 11 July - 18 September. The 95% confidence intervals are marked by the dashed lines. In 
period 1-3, the most parsimonious model included an interaction with fate, and selection in relation to risk is 
therefore presented separately for killed and surviving bears. Probabilities have been converted back from the 
logit scale and represent actual probabilities of selection. 
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Figure 4: Selection coefficients (logit scale) based on the full model for killed and surviving brown bears in 
relation to risk in the study area in south-central Sweden, across all the 20-day time periods with 10 days overlap 
(1-6), during the study period from 11 July - 18 September. The selection coefficients are based on the full 
model to allow for comparisons across the time periods. In period 6, selection in relation to risk was modeled for 
all bears, because no killed bears were still alive in period 6. The error bars indicate standard errors around each 
estimate. 
 

Prehunting vs. hunting season 
In the prehunting period RSF9 was the most parsimonious model, which included only 

bilberry availability and lingonberry availability, followed by RSF2 (ΔAICc= 1.25) which was 

the second best model. In the hunting period, the most parsimonious model was RSF2, which 

included bilberry, lingonberry, and risk, followed by RSF6 (ΔAICc= 3.09) (Table A3, 

Appendix). Bears selected for areas of high bilberry availability both before and during the 

hunting season and avoided areas of high lingonberry availability in both periods (Figure A5, 

Figure A6 & Table A6, Appendix). The bears’ foraging behavior in relation to the intensity of 

risk differed between the two periods. The most parsimonious model in the prehunting period 

did not include risk, but when the hunting season started, all the bears strongly selected 

against areas of high risk (-2.931±0.674, test statistics= -4.35, p < 0.001) (Figure 5 & Table 

A6, Appendix).  
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Figure 5: The predicted effect of risk on brown bear’s probability of selection in the study area in south-central 
Sweden 10 days before and the first 10 days of the hunting season which started 21 August. All probabilities 
have been log link converted and represent actual probabilities of selection. The 95% confidence intervals are 
marked by the dashed lines.  

 

Sex, age, and individual differences  
I found minimal differences in habitat selection between the two sexes and the two age classes 

(Table A7 & Table A8, Appendix). The only significant difference between the two sexes was 

in period 6, when males selected more strongly for areas of high risk (2.238±0.912, test 

statistic= 2.45, p=0.01) than females (-2.268±0.518, test statistic=-4.37, p <0.001) (Table A7, 

Appendix). Subadults selected stronger against areas of high lingonberry availability in period 

4 (-0.019±0.008, test statistic=-2.41, p=0.02), than adult bears (-0.010±0.003, test statistic=  

-2.97, p <0.01) and more strongly for areas of high risk in period 5 (2.052±0.944, test 

statistic=2.17, p=0.03), compared to adult bears (-2.160±0.50, test statistic=-4.32, p<0.001) 

(Table A8, Appendix).  

 

The individual models applied to explore individual foraging behavior showed that bears 

selected differently for bilberry and lingonberry availability and risk (Table A9 & A10, 

Appendix). Some of the bears selected for areas of high bilberry availability in combination 

with high risk, others selected against both bilberry availability and risk, and a few selected 

for areas of high availability of bilberry in combination with low risk (Figure 6). There was a 
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trend towards a positive correlation between selection for risk and selection for bilberries, but 

this trend was not significant (rs = 0.31, p = 0.14) (Figure 6). The bears that were killed during 

hunting also selected differently from each other in relation to both bilberry and risk, with two 

selecting for areas of high bilberry availability and risk, and the two others avoiding both. 

Most bears seemed to avoid areas of high lingonberry availability and there was no 

correlation between bears’ selection for lingonberry and risk (rs = -0.08, p = 0.73) (Figure A7, 

Appendix). 

 

 

Figure 6: Selection coefficients of individual brown bears for risk and bilberry availability within the study area  
in south-central Sweden across the whole study period 11 July - 18 September. Selection coefficient is on the 
logit scale. The horizontal bars represent standard error around each risk estimate and the vertical bars for the 
standard error around each bilberry estimate. The larger triangles represent the bears that were killed during the 
hunting season. The black line represents a linear regression trend line between selection for bilberry availability 
and risk which showed a weak correlative trend (rs = 0.31, p = 0.14). 
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Discussion 
Spatial and temporal scales constitute one of the major challenges for studies of animal 

habitat selection (Boyce 2006; DeCesare et al. 2012), as it also did in this study. Firstly, 

predicting bilberry and lingonberry availability on a fine spatial scale using large-scale GIS-

derived habitat data was challenging. Finer-scale spatial data could probably have resulted in 

more accurate berry models, which in turn would have increased the predictive accuracy of 

the RSFs when exploring third order habitat selection. Model validation of the RSFs indicated 

that they had a better predictive accuracy in the first three periods compared to the last three 

periods. The weak correlative trend between the area adjusted frequency of occurrence and 

the probability bins in the last three periods were due to a few unexpected bear positions in 

poor bear habitat, and excluding these led to highly improved model validation. The cross 

validation indicated that across the whole study period, the models overall predicted bear 

foraging well. I incorporated temporal changes of both berry availability and bear behavior by 

modeling both in overlapping time periods. This made it more difficult to compare the 

predicted berry availability and bear behavior across the periods, but it also made the spatial 

predictions more accurate on a spatial scale within each period. The hourly foraging positions 

used in this study may also give a too broad view of fine scale foraging behavior of bears on 

berries and overlook short-term foraging activity. Including positions from more bears across 

several years could have improved the models by enabling analysis of more demographic 

variables interacting with habitat selection. These challenges could be met in future studies by 

applying more temporally clustered bear positions, including bear foraging positions over 

several years, and by conducting inventories of berry availability on the actual foraging 

locations of the bears. 

 
I have shown that bears selected for areas with a high availability of bilberry throughout 

hyperphagia, with the exception of period 2, which partly confirmed H1 in terms of selection 

for areas of high bilberry availability. Previous dietary studies have indicated that bilberries 

are an important part of bears’ diet in Scandinavia (Dahle et al. 1998; Elfström et al. 2014a; 

Persson et al. 2001). Bilberries were found in 50% of the study plots and were the most 

common sampled berry species in this study. Bilberries are usually more than double the 

weight of crowberries and lingonberries, and have much higher carbohydrate content 

(Eriksson & Ehrlén 1991). The density and size of berries can have direct implications for 

intake and foraging efficiency of bears (Welch et al. 1997). The common occurrence of 
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bilberries could partly explain why bears selected so strongly for areas of high bilberry 

availability, but lingonberries are found in higher densities. The bears generally increased 

their selection for bilberries later in the berry season, which partly contradicts H1 in terms of 

the expectation that bears should switch to increased selection of lingonberries, as bilberries 

declined later in the season.   

Bears are known for switching between food resources according to availability, required 

handling time, and quality of the food resource (McLellan & Hovey 1995; Nielsen et al. 2010; 

Stelmock & Dean 1986). Lingonberries were increasingly more abundant during the latter 

periods of the study, but bears did not switch to select more strongly for areas with high 

lingonberry availability, as expected according to H1. The bears rather selected against areas 

of high lingonberry availability. Several studies in other parts of Scandinavia have shown that 

lingonberries do occur in diets of bears, but are not a very important food source (Dahle et al. 

1998; Elfström et al. 2014a; Persson et al. 2001). This does not, however, explain why bears 

significantly selected against areas of high lingonberry availability. Lingonberries are often 

most abundant in open areas (Kardell 1980; Kardell & Eriksson 2011), which could mean that 

bears selected against these areas due to high perceived disturbance or mortality risk. 

Clearcuts with high lingonberry availability may represent areas of high risk for bears, 

because they are both open and located near roads, giving easy access for people. Bears could 

simply be unable to locate areas of high lingonberry availability in combination with low risk, 

which could explain their selection against areas with high lingonberry availability. Another 

explanation for the lack of selection for lingonberries could be that they are often found in 

very high densities (Kardell & Eriksson 2011), which could increase the bears’ foraging 

efficiency, and enable them to forage considerable amounts of lingonberries in a very short 

time. Because this study used hourly bear positions with foraging trajectories of at least two 

successive locations with movements between 100-800 meters, such short term foraging 

behavior may have been overlooked.  

The study by Dahle et al. (1998) showed that crowberries were the most important berry 

species for foraging bears in Jämtland, Sweden. In my study area however, the presence of 

crowberry was so low that I could not accurately predict its availability on a landscape scale 

over time. Availability of different berry species tends to vary from year to year (Selås 2000), 

as well as between different parts of Sweden (Kardell & Eriksson 2011). Bears may have 

switched to increased foraging on bilberries in response to the low abundance of crowberries, 

which similar response has been observed elsewhere (Stelmock & Dean 1986). Due to the low 
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occurrence of crowberries, however, we cannot determine to which degree bears forage on 

crowberries in the study area. Studying bears’ selection for crowberries in years or areas with 

very low occurrence may require different study techniques other than spatial modeling of 

berry availability. 

Surviving bears selected against areas of high risk of being killed by human hunters 

throughout the study period, which supports H2. Bears’ selection against areas of high risk as 

a response to predation can be described as a type of risk effect. Similar risk effects have been 

found in other species, such as elk (Cervus canadensis), avoiding areas with high risk of 

encountering gray wolves (Canis lupus) (Creel et al. 2005; Fortin et al. 2005), and in 

mesopredators, such as red foxes (Vulpes vulpes) and African wild dogs (Lycaon pictus), 

becoming more conspicuous and avoiding areas with increased risk of being predated by 

larger carnivores (Creel & Creel 1996; Glen & Dickman 2005; Letnic et al. 2012). Similar 

effects have also been observed in large carnivores, such as avoidance of habitats with high 

human density by Eurasian lynx (Lynx lynx) (Basille et al. 2009; Bunnefeld et al. 2006), 

wolves shifting to more concealed resting sites after being approached by humans (Wam et al. 

2012), and avoidance of areas used by human pastoralists by spotted hyenas (Crocuta 

crocuta) (Boydston et al. 2003). Previous research has shown that bears also change their 

behavior and spatiotemporal use of the landscape in response to a wide variety of human 

disturbances, such as changed circadian activity patterns during hunting season (Ordiz et al. 

2012), spatial avoidance of human settlements, and increased use of rugged terrain (Martin et 

al. 2010; Nellemann et al. 2007), and selection of dens, day beds, and home ranges away from 

human settlements and roads (Elfström et al. 2014b; Martin et al. 2010; Nellemann et al. 

2007; Ordiz et al. 2011; Sahlén et al. 2011; Steyaert et al. 2013a).  

Not all the study bears displayed a similar avoidance of areas with high risk. In the first three 

periods, there were distinct differences in foraging behavior between the bears that were 

killed and those that survived the hunting season. This gives support to H3, which predicted a 

difference in foraging behavior between bears of different fate. The bears that were killed 

during the hunting season had a higher probability of selection of high risk areas in periods 1-

3 compared to the surviving bears. The difference in foraging behavior between the killed and 

surviving bears indicated that hunting mortality may not have been completely random, and 

that bears with a particular type of foraging behavior may have been more exposed to human 

hunters. Such selective effects of hunting could have unknown impacts on the population by 

removing individuals with certain foraging behaviors. The difference in habitat selection 
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between killed and surviving bears disappeared in period 4, when the hunting season started. 

The lack of difference in those periods could be due to the bears that were killed changing 

their behavior as a response to the hunting season, but more likely due to lack of data on their 

behavior in this period as most of them were killed during the first days of hunting.  

Comparing foraging behavior of bears 10 days before and the first 10 days during the hunting 

season indicated that bears changed their foraging behavior at the onset of the hunting season, 

confirming H4, that the hunting season impacts the foraging behavior of bears. All bears 

selected for areas of high bilberry availability and avoided areas of high lingonberry 

availability during both the 10 days periods prior and during hunting. In the prehunting 

period, risk of being killed by human hunters had little influence on the bears’ foraging 

behavior, but during hunting the bears started to strongly avoid high risk areas. This indicates 

that the bears recognized the start of the hunting season and shifted foraging away from risky 

areas. They were still able to select for areas of high bilberry availability, while they 

continued to avoid areas of high lingonberry availability. Several studies have indicated that 

animals are indeed able to recognize the start of the hunting season and shift their behavior 

accordingly (Lone et al. 2015; Ruth et al. 2003). Such a temporal change in behavior has also 

been found in bears in Sweden that increased nighttime activity by 21%, while they 

substantially reduced daytime activity during the hunting season (Ordiz et al. 2012). Also 

American black bears (Ursus americanus) have been found to shift their spatial use away 

from unpaved roads as a response to the start of hunting (Stillfried et al. 2015). This illustrates 

how animals have a well developed ability to assess the risk of predation in both space and 

time and respond quickly by adapting their behavior in shorter periods of high predation risk 

(Lima & Bednekoff 1999). 

Selection against areas of high risk may represent a tradeoff between avoiding risk and 

foraging in areas of high food quality and abundance food (Brown 1999b; Brown & Kotler 

2004; Frid & Dill 2002; McArthur et al. 2014; McLoughlin et al. 2005). Avoidance of risk 

may force animals to forage in poorer habitat, increase vigilance, and thereby decrease the 

time spent foraging, and reduce foraging efficiency (Boydston et al. 2003; Brown & Kotler 

2004; Bunnefeld et al. 2006; Lone et al. 2015; White Jr et al. 1999). I did not confirm that the 

bears’ selection for areas of high berry availability was reduced by avoidance of areas of high 

risk. Consequently, I found no support for H5, which predicted that the bears would 

experience a tradeoff between selection for areas of high berry availability and selection 

against areas of high risk.  The bears that were killed during hunting selected for areas of high 
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risk during the first three time periods, but they did not display stronger selection for 

bilberries compared to the surviving bears in the same periods. The surviving bears selected 

against areas of high risk throughout the berry season, but were still able to select for areas of 

high bilberry availability. This indicates that avoidance of areas of high risk does not 

necessarily lead to a tradeoff with foraging on bilberries, possibly because they are so 

abundant across the study area. I have, however, only explored spatial selection for berry 

availability, and not the bears’ circadian foraging patterns or foraging efficiency. Changes in 

foraging behavior can affect individual fitness and population viability depending on both 

how it affects an animal’s spatial access to food and time spent foraging (McArthur et al. 

2014; Welch et al. 1997). This may be especially true in the case of bears foraging on berries 

in the critical period of hyperphagia, when the time they spend foraging may have 

implications for daily intake of berries (Welch et al. 1997). Some studies suggest that bears 

depend on visibility to locate sites with high berry abundance and distinguish between berries 

and plant material (Bacon & Burghardt 1976; Welch et al. 1997). As human hunting causes 

bears to change their circadian foraging patterns by foraging more at night (Ordiz et al. 2012), 

it could potentially reduce their foraging efficiency due to reduced visibility. Reduced energy 

intake by bears as a consequence of human disturbances has been found in several previous 

studies (Olson et al. 1997; Rode et al. 2006a; White Jr et al. 1999). Further research is 

required to determine whether bears experience reduced foraging efficiency on berries due to 

shifts in circadian foraging patterns. 

 

Modeling individual habitat selection partly confirmed H6 in terms of variability in the 

foraging behavior of individual bears in relation to bilberry and risk, but there were limited 

differences between individuals in regards to selection for lingonberry. The individual models 

indicated that several of the bears foraged in risky areas with a high availability of bilberries, 

but others seemed to avoid areas of both high bilberry availability and risk. The correlation 

coefficients between selection for risk and bilberry showed a slight positive relationship, but 

this was not significant. Two of the bears that got killed during hunting displayed a strong 

selection against both bilberry and risk, but two others selected for areas with higher 

availability of bilberry and higher levels of risk.  Some of the individual models seem to 

contradict the most parsimonious candidate models, which showed that there were no 

interactions between selection for risk and berry availability, and that the bears that got killed 

all selected for areas of high risk. However, the individual models explored foraging behavior 
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throughout the whole study period and may therefore miss changes in behavior between 

different time periods. The models of individual selection are also impeded by small sample 

sizes of foraging positions, and therefore have varying predictive accuracy. The candidate 

models in the different periods, however, analyzes the behavior of all the bears combined and 

may therefore be unable to include the foraging behavior of bears that differ in behavior from 

the majority. The individual foraging models did not generalize bear behavior in different 

groups of bears, and are therefore able to capture more individual subtleties in the bears’ 

habitat selection.  

There were no consistent differences between the sexes and age classes in relation to habitat 

selection, as was also expected in H6, which is surprising as behavioral effects of human 

disturbances in bears have been documented to differ between different sexes and age groups 

(Elfström et al. 2014a; Nellemann et al. 2007; Ordiz et al. 2012; Stillfried et al. 2015). Bear 

hunting in Sweden is not especially selective towards certain sexes or age groups (Bischof et 

al. 2009a; Steyaert et al. In press), with the exception of family groups that are protected from 

hunting (Bischof et al. 2008).  The lack of differences in foraging behavior between the 

different age classes and sexes in relation to risk of being killed could offer one explanation to 

why hunting is not especially selective in relation to sex and age classes in south-central 

Sweden. 

Conclusion 
Bilberries are an abundant and important food source for bears during hyperphagia in south-

central Sweden. Bears strongly avoided areas of high lingonberry availability, which could be 

due to these areas being associated with high risk, or that bears were simply very effective at 

foraging on lingonberries in short time periods. The occurrence of crowberries was too low to 

be able to spatially predict their availability, and I did therefore not explore bears’ foraging on 

crowberries. I have shown that bears respond to a landscape of fear when foraging during 

hyperphagia. Surviving bears strongly selected against areas of high risk, and all bears 

responded quickly to the onset of the hunting season by shifting their foraging even further 

away from areas of high risk. I have also shown that bears that were killed during the hunting 

season were more likely to select for areas of high risk. No evidence was found implying that 

selection against risk negatively affected the bears’ ability to select for areas of high bilberry 

availability. Hunting has a strong numerical impact on the Swedish bear population (Bischof 

et al. 2009a; Bischof & Swenson 2009b; Kindberg & Swenson 2014), and this thesis shows 
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that there are also behavioral impacts of hunting, reinforcing previous studies (Ordiz et al. 

2012). Bears are apex predators that may induce behavioral changes in their prey, and which 

have the potential to cause major top-down structuring of ecosystems (Estes et al. 2011; Ordiz 

et al. 2013b; Ripple et al. 2014). In Sweden, human hunting strongly impacts the behavior and 

foraging patterns of bears, which may also have consequences for their role in the ecosystem 

(Ordiz et al. 2013b). Such complex behavioral effects of human hunting on a spatiotemporal 

scale may be of vital importance for both the conservation of apex predators and ecosystems 

in the future.  
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Appendix 
 

 

 
 
Figure A1: Bilberry and lingonberry abundance (number of berries sampled in the plots) within the study area in 
south-central Sweden modeled with GAMs using Julian day as spline. Panel a displays the estimated smoothing 
curve of bilberry abundance across the study period (11 July - 18 September), and panel b shows the estimated 
smoothing curve of lingonberry abundance across the part of the study period when lingonberries were ripe (1 
August - 18 September).  
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Table A1: The most parsimonious candidate models for predicting bilberry density and presence in the study 
area in south-central Sweden with ΔAICc < 2 in the 20-day periods with 10 days overlap (1-6), during the study 
period 11 July - 18 September. When several models have been selected as having the most explanatory power, 
they have been model averaged, not including the null model, and used to spatially predict bilberry presence and 
density. Dispersion parameter show model fit for the most parsimonious models, and values close to 1 indicate 
good model fit. The cross validation estimate of accuracy assesses the predictive power of the berry presence 
models, higher values indicate increased predictive accuracy. When several models have been selected, the 
dispersion parameters and cross validation estimates of accuracy have been averaged.  

Period 
Model Selection – ΔAICc Cross 

validation 
Dispersion 
parameter Full  1 2 3 4 5 6 Null 

P1 presence 2.83 4.45 3.92 0 5.54 13.82 9.05 19.28 0.60 1.29 
P1 density 6.98 6.53 8 8.25 9.42 1.83 0 8.11 NA 1.18 
P2 presence 5.88 4.45 2.83 0 12.62 29.99 27.64 55.73 0.68 1.2 
P2 density 5.75 4.64 2.34 5.54 3.99 0 0.63 11.79 NA 1.14 
P3  present 7.66 5.91 3.79 0 18.14 23.76 19.1 57.18 0.71 1.19 
P3  density 10.77 8.45 6.17 1.48 5.54 3.41 0 8.84 NA 1.14 
P4  presence 8.6 7.25 5.42 0 20.55 12.15 6.77 33.07 0.65 1.24 
P4  density 17.48 16.05 13.74 8.62 14.47 3.71 0 1.25 NA 1.14 
P5  presence 0 0.24 0.33 3.79 13.96 0.1 4.14 28.57 0.66 1.23 

P5  density 15.43 13.93 11.39 4.91 13.67 4.9 0 0.13 NA 1.17 
P6  presence 3.13 0.84 5.17 5.17 3.96 12.44 0 11.62 0.63 1.29 
P6  density 13.52 10.82 9.98 8.25 7.47 1.72 1.01 0 NA 1.17 
 

Table A2: The most parsimonious candidate models for predicting lingonberry density and presence in south-
central Sweden with an ΔAICc < 2 in the four last 20-day periods with 10 days overlap (3-6) during the study 
period when lingonberries are ripe 1 August - 18 September. When several models have been selected as having 
the most explanatory power, they have been averaged, not including the null model, and used to spatially predict 
lingonberry presence and density. Dispersion parameter show model fit for the most parsimonious models, and 
values close to 1 indicate good model fit. The cross validation estimate of accuracy assesses the predictive power 
of the berry presence models, higher values indicate increased predictive accuracy. When several models have 
been selected, the dispersion parameters and cross validation estimates of accuracy have been averaged.  

Period 
Model Selection – ΔAICc Cross Dispersion 

parameter Full  1 2 3 4 5 6 Null validation 

P3  presence 2.15 0 4.18 1.42 2.96 5.63 2.48 2.78 0.916 0.522 

P3  density 43.07 35.85 26.9 12.7 27.08 4.95 0 9.3 NA 1.243 

P4  presence 6 6.47 5.87 1.72 3.73 6.2 1.88 0.00 0.705 1.213 

P4  density 6.24 3.34 3.83 10.07 17.27 0 5.28 25.74 NA 1.204 

P5  presence 3.33 3.42 2.05 3.19 0 5.79 7.03 6.08 0.626 1.326 

P5  density 5.13 2.98 1.24 0 10.55 3.12 0.12 21.77 NA 1.267 

P6  presence 0 2.1 2.58 2.66 1.21 8.43 10.85 8.96 0.6 1.297 

P6  density 3.03 2.77 0.04 4.62 9.14 0 6.08 20.28 NA 1.28 
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Figure A2: Spatial predictions of lingonberry availability in the study area in south-central Sweden across the 
last four 20-day periods with 10 days overlap (3-6) during the study period when lingonberries were ripe 1 
August - 18 September. Darker color represents higher predicted lingonberry availability. 

Table A3: Model selection of nine candidate models predicting resource selection of brown bears within the 
study area in south-central Sweden during study period 11 July - 18 September. The ΔAICc are presented for 
each candidate models in each  in the 20-day periods with 10 days overlap (1-6) as well as for the 10 days before 
hunting season starts on 21 August (prehunting) and the first 10 days after 21 August (hunting season). The 
models with highest explanatory power with ΔAICc < 2 are marked in bold and the simplest was selected as the 
most parsimonious. 

Model Period 1 
ΔAICc  

Period 2  
ΔAICc 

Period 3  
ΔAICc 

Period 4  
ΔAICc 

Period 5  
ΔAICc 

Period 6  
ΔAICc 

Pre- 
hunting 
ΔAICc 

Hunting 
season 
ΔAICc 

RSF 
full 

0.64 4.06 4.34 9.66 10.73 NA 11.75 10.62 

RSF1 0.00 3.17 3.25 6.39 7.20 NA 8.36 7.54 
RSF2 8.18 31.08 15.57 0.00 0.00 0.00 1.25 0.00 
RSF3 6.38 39.94 21.14 5.63 5.59 NA 7.20 5.71 
RSF4 3.76 1.88 0.00 2.56 3.71 NA 4.33 3.74 
RSF5 68.44 80.77 26.88 19.78 17.18 NA 5.97 23.59 
RSF6 8.68 29.81 16.12 3.13 3.47 3.78 4.60 3.09 
RSF7 3.18 0.00 21.60 91.69 31.87 NA 32.60 54.47 
RSF8 7.49 29.13 39.19 90.08 27.99 76.49 30.20 50.45 
RSF9 69.65 77.03 21.30 14.03 11.56 10.83 0.00 17.72 
RSF0 68.41 75.25 46.14 104.46 41.13 89.14 29.20 68.20 
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Table A4: The most parsimonious models explaining brown bear habitat selection within the study area in south-
central Sweden, in the 20-day periods with 10 days overlap (1-6), during the study period 11 July - 18 
September. Model terms included in the most parsimonious model are displayed, with estimates on logit scale, 
standard error (SE), test statistics, and significance levels (P) for each model term. S symbolizes bears that 
survived the hunting season. Killed bears (K) are included in the intercept as reference level. All significant 
model terms (p < 0.05) are marked in bold. 

Period  
Foraging 
positions Model Model terms Estimate SE Test statistics P 

1 
 
1769 RSF1 

Variance explained by  
random term (Bear ID) <0.001 <0.001 NA NA 

 Intercept -0.515 0.334 -1.54 0.12 
 Bilberry (K) 0.031 0.017 1.85 0.06 
 Risk (K) 0.182 1.187 0.15 0.88 
 Bilberry*fate (S) -0.042 0.018 -2.38 0.02 
 Risk*fate (S) -3.659 1.259 -2.91 <0.01 

2 
 
1439 RSF7 

Variance explained by  
random term (Bear ID) <0.001 <0.001 NA NA 

 Intercept -0.538 0.218 -2.47 0.01 
 Risk (K) 3.400 1.220 2.79 <0.01 
 Risk*fate (S) -7.351 1.310 -5.61 <0.001 

3 
 
1224 RSF4 

Variance explained by  
random term (Bear ID) <0.001 <0.001 NA NA 

 Intercept -1.016 0.273 -3.73 <0.001 
 Bilberry (K) 0.026 0.008 3.29 <0.001 
 Lingonberry (K) -0.029 0.009 -3.36 <0.001 
 Risk (K) 3.644 1.245 2.93 <0.01 
 Risk*fate (S) -5.754 1.342 -4.29 <0.001 

4 
 
1164 RSF2 

Variance explained by  
random term (Bear ID) <0.001 <0.001 NA NA 

 Intercept -0.707 0.209 -3.38 <0.001 
 Bilberry 0.060 0.009 6.67 <0.001 
 Lingonberry -0.014 0.003 -4.61 <0.001 
 Risk -1.842 0.464 -3.97 <0.001 

5 
 
1259 RSF2 

Variance explained by  
random term (Bear ID) <0.001 <0.001 NA NA 

 Intercept -0.457 0.148 -3.08 <0.01 
 Bilberry 0.054 0.010 5.59 <0.001 
 Lingonberry -0.056 0.018 -3.14 <0.01 
 Risk -1.524 0.417 -3.66 <0.001 

6 
 
1319 RSF2 

Variance explained by  
random term (Bear ID) <0.001 <0.001 NA NA 

 Intercept -0.715 0.175 -4.08 <0.001 
 Bilberry 0.116 0.017 6.92 <0.001 
 Lingonberry -0.003 0.001 -4.12 <0.001 
 Risk -1.506 0.423 -3.56 <0.001 
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Table A5: Spearman rank coefficients (rs) and significance values of correlation between area adjusted 
frequencies of brown bear occurrence in the study area in south-central Sweden and probability of selection bins 
in the 20-day periods with 10 days overlap (1-6) within the study period 11 July - 18 September. Correlation 
between area-adjusted frequency and probability bins have also been calculated for the entire study period. The 
correlation results are also presented when the lowest probability bin has been excluded from the analysis, which 
lead to improved model validation due to a few unexpected bear positions in the lowest probability class. 
With 10 probability bins Excluding probability bin 1 
Period rs P rs P 
1 0.806 < 0.01 0.733 0.03 
2 0.875 < 0.001 0.833 < 0.01 
3 0.954 < 0.001 0.950 < 0.001 
4 0.539 0.11 0.983 < 0.001 
5 0.248 0.49 0.717 0.04 
6 0.430 0.22 0.967 < 0.001 
Entire study period 0.944 < 0.001 0.945 < 0.001 
 

 
 
Figure A3: The selection coefficients for bilberry on a logit scale for killed and surviving brown bears in the 20-
day periods with 10 days overlap (1-6) during the study period 11 July - 18 September. This is based on the full 
model representing the hypothesis that the bears’ selection of berries varies between bears of different fate  
(whether the bears were killed or survived the hunting season). In period 6 bilberry selection is modeled for all 
bears, because no killed bears were still alive in period 6. The error bars indicate standard errors around each 
estimate. 
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Figure A4: Selection coefficient on a logit scale for killed and surviving brown bears in relation to lingonberry  
availability in south-central Sweden across the last four 20-day periods with 10 days overlap (3-6) in the period 
when lingonberry are ripe during the study period 1 August - 18 September. This is based on the full model  
representing the hypothesis that the bears’ selection of berries varies between bears of different fate (whether the 
bears were killed or survived the hunting season). The error bars indicate standard errors around each estimate. 
 

Table A6: The most parsimonious model explaining brown bear habitat selection within the study area in south-
central Sweden in the 10 days prior to the hunting season on 21 August (prehunting) and 10 first day of hunting 
(hunting season) after 21 August. Model terms included in each model are displayed, with estimates on logit 
scale, standard error (SE), test statistics, and significance levels (P), for each model. All significant model terms 
(p < 0.05) are marked in bold. 

Period  
Foraging 
positions Model Model terms Estimate SE Test statistic P 

Pre-hunting 
 
540 RSF9 

Variance explained by  
random term (Bear ID) 0.000 0.000 NA NA 

     Intercept -0.887 0.284 -3.12 < 0.01 

     Bilberry 0.053 0.013 4.08 < 0.001 

     Lingonberry -0.010 0.004 -2.53 0.01 

Hunting season 
 
564 RSF2 

Variance explained by  
random term (Bear ID) 0.000 0.000 NA NA 

     Intercept -0.604 0.306 -1.97 0.05 

     Bilberry 0.066 0.013 4.98 < 0.001 

     Lingonberry -0.019 0.005 -3.83 < 0.001 

     Risk -2.931 0.674 -4.35 < 0.001 
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Figure A5: Effect of bilberry availability on brown bears’ probability of selection in south-central Sweden 10 
days before and 10 days during the hunting season that starts on 21 August. Probabilities have been converted 
from the logit scale and represent actual probabilities of selection. The dashed lines represent the 95% 
confidence intervals. 

 
 

Figure A6: Effect of lingonberry availability on the probability of selection of brown bears in south-central 
Sweden 10 days before and 10 days during the hunting season that starts on 21 August. Probabilities have been 
converted from the logit scale and represent actual probabilities of selection. The dashed lines represent the 95% 
confidence intervals. 
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Table A7: Output of the most parsimonious models explaining brown bear habitat selection for males and 
females in the study area in south-central Sweden 11 July - 18 September, in the 20-day periods with 10 days 
overlap (1-6) during the study period 11 July – 18 September. Model terms with estimates on logit scale, 
standard error (SE), test statistics, and significance level (P). All significant model terms (p < 0.05) are marked 
in bold. M symbolizes males. Females (F) are included in the intercept as reference level. 

Period 
Foraging 
positions Model Model terms Est. SE Test st. P 

1 1769 Bilberry*sex + risk*sex Intercept 0.526 0.128 4.12 < 0.001 
 Bilberry (F) -0.004 0.006 -0.69 0.49 
 Risk (F) -2.888 0.428 -6.75 < 0.001 
 Bilberry*sex (M) -0.011 0.014 -0.79 0.43 
 Risk*sex (M) -1.196 1.084 -1.10 0.27 

2 1439 Bilberry*sex + risk*sex Intercept 0.434 0.141 3.08 < 0.01 
 Bilberry (F) 0.004 0.006 0.66 0.51 
 Risk (F) -3.267 0.487 -6.71 < 0.001 
 Bilberry*sex (M) -0.011 0.013 -0.85 0.40 
 Risk*sex (M) 1.524 1.079 1.41 0.16 

3 
 
1224 

Bilberry*sex + 
lingonberry*sex + risk*sex Intercept -0.404 0.190 -2.13 0.03 

 Bilberry (F) 0.035 0.009 3.96 < 0.001 
 Lingonberry (F) -0.029 0.010 -2.95 < 0.01 
 Risk (F) -1.099 0.514 -2.14 0.03 
 Bilberry*sex (M) -0.039 0.020 -1.97 0.05 
 Lingonberry*sex (M) -0.009 0.022 -0.42 0.68 
 Risk*sex (M) -0.690 1.097 -0.63 0.53 

4 
 
1164 

Bilberry*sex + 
lingonberry*sex + risk*sex Intercept -0.842 0.232 -3.64 < 0.001 

 Bilberry (F) 0.062 0.010 6.23 < 0.001 
 Lingonberry (F) -0.012 0.004 -3.48 0.00 
 Risk (F) -1.479 0.529 -2.80 < 0.01 
 Bilberry*sex (M) -0.011 0.024 -0.46 0.64 
 Lingonberry*sex (M) -0.009 0.008 -1.17 0.24 
 Risk*sex (M) -1.763 1.128 -1.56 0.12 

5 
 
1259 

Bilberry*sex + 
lingonberry*sex + risk*sex Intercept -0.354 0.168 -2.10 0.04 

 Bilberry (F) 0.049 0.011 4.54 < 0.001 
 Lingonberry (F) -0.045 0.020 -2.31 0.02 
 Risk (F) -1.984 0.493 -4.02 < 0.001 
 Bilberry*sex (M) 0.032 0.025 1.26 0.21 
 Lingonberry*sex (M) -0.066 0.049 -1.33 0.18 
 Risk*sex (M) 1.484 0.951 1.56 0.12 

6 
 
1319 

Bilberry*sex + 
lingonberry*sex + risk*sex Intercept -0.556 0.206 -2.70 < 0.01 

 Bilberry (F) 0.109 0.019 5.66 < 0.001 
 Lingonberry (F) -0.003 0.001 -3.87 < 0.001 
 Risk (F) -2.268 0.518 -4.37 < 0.001 
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 Bilberry*sex (M) 0.031 0.040 0.79 0.43 
 Lingonberry*sex (M) 0.001 0.002 0.61 0.54 
 Risk*sex (M) 2.238 0.912 2.45 0.01 

 

Table A8: Output of the most parsimonious models exploring brown bear habitat selection for adults and 
subadults in the study area in south-central Sweden, in the 20-day periods with 10 days overlap (1-6), during the 
study period 11 July - 18 September. Model terms with estimates on logit scale, standard error (SE), test 
statistics, and significance level (P) are displayed. All significant model terms (p < 0.05) are marked in bold. S 
represents subadults. Adults (A) are included in the intercept estimate as the reference level. 

Period 
Foraging 
positions Model Model terms Est. SE Test st. P 

1 
 
1769 

Bilberry*age class + risk*age 
class Intercept (A) 0.575 0.146 3.94 < 0.001 

 Bilberry -0.003 0.007 -0.38 0.70 
 Risk -3.399 0.481 -7.06 < 0.001 
 Bilberry*age class 

(S) -0.011 0.012 -0.91 0.36 
 Risk*age class  (S) 1.024 0.836 1.23 0.22 

2 
 
1439 

Bilberry*age class + risk*age 
class Intercept (A) 0.475 0.160 2.97 < 0.01 

 Bilberry 0.001 0.007 0.19 0.85 
 Risk -3.251 0.535 -6.08 < 0.001 
 Bilberry*age class  

(S) 0.000 0.011 -0.01 0.99 
 Risk*age class  (S) 0.898 0.916 0.98 0.33 

3 
 
1224 

Bilberry*age class + lingonberry 
*age class + risk*age class Intercept (A) -0.171 0.207 -0.83 0.41 

 Bilberry 0.021 0.010 2.21 0.03 
 Lingonberry -0.024 0.009 -2.67 < 0.01 
 Risk -0.907 0.533 -1.70 0.09 
 Bilberry*age class  

(S) 0.019 0.017 1.12 0.26 
 Lingonberry*age 

class  (S) -0.046 0.027 -1.70 0.09 
 Risk*age class  (S) -1.412 1.036 -1.36 0.17 

4 
 
1164 

Bilberry*age class + lingonberry 
*age class + risk*age class Intercept (A) -0.610 0.253 -2.41 0.02 

 Bilberry 0.054 0.011 4.85 < 0.001 
 Lingonberry -0.010 0.003 -2.97 < 0.01 
 Risk -1.756 0.551 -3.18 < 0.01 
 Bilberry*age class  

(S) 0.020 0.020 1.04 0.30 
 Lingonberry* age 

class  (S) -0.019 0.008 -2.41 0.02 
 Risk*age class  (S) -0.630 1.053 -0.60 0.55 

5 
 
1259 

Bilberry*age class + lingonberry 
*age class + risk*age class Intercept (A) -0.147 0.186 -0.79 0.43 

 Bilberry 0.041 0.012 3.31 < 0.001 
 Lingonberry -0.042 0.021 -1.98 0.05 
 Risk -2.160 0.500 -4.32 < 0.001 
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 Bilberry*Age class  
(S) 0.040 0.020 1.94 0.05 

 Lingonberry*Age 
class  (S) -0.050 0.041 -1.23 0.22 

 Risk*Age class  (S) 2.052 0.944 2.17 0.03 

6 
 
1319 

Bilberry*age class + lingonberry 
*age class + risk*age class Intercept (A) -0.717 0.233 -3.07 < 0.01 

 Bilberry 0.130 0.023 5.67 < 0.001 
 Lingonberry -0.003 0.001 -3.25 < 0.01 
 Risk -2.039 0.518 -3.94 < 0.001 
 Bilberry*Age class  

(S) -0.027 0.034 -0.79 0.43 
 Lingonberry*Age 

class  (S) -0.001 0.002 -0.39 0.70 
 Risk*Age class  (S) 1.459 0.933 1.56 0.12 

 

 

Figure A7: Selection coefficients of individual brown bears for risk and lingonberry availability in south-central 
Sweden across the study period, 11 July - 18 September. Selection coefficient is on the logit scale and the 
horizontal bars represent standard error around risk estimates and the vertical bars the standard error around the 
lingonberry estimates. The larger rectangles represent the bears that were killed during the hunting season. The 
black line represents a linear regression trend line for the relationship between selection for lingonberry 
availability and selection for risk, rs = -0.08, p = 0.73 among the individual bears. 
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